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Summary

Sequential procedures are proposed (i) to construct fixed width confidence
interval for a linear function of means of k normal populations, and (ii) to
estimate this linear combination pointwise (the loss being quadratic).
Asymptotic properties of the procedures are studied. ~ -
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latroduction

Robbins, Simons, and Starr [7] developed sequential procedures to
construct fixed-width confidence interval for the difference of two normal

means. Sequential procedures for estimating this difference under quadra
tic loss functions have been discussed by Mukhopadhyay [3] and Ghosh
and Mukhopadhyay [2], Sequential procedures for estimating a linear
function of two and three normal means have been proposed by Mukho
padhyay [5] and Mukhopadhyay [4], respectively. In the present note,
sequential interval and point estimation procedures are derived for esti
mating a linear function of the means of k normal populations.

Let = 1, 2, ... be a sequence of random observations from the
zth (i = 1, 2, . . . , k) normal population, with mean [i.; and variance c|.
All the 2k parameters oo,oo ) and (yaiO, oo) are assumed to be
unknown. For given non-zero constants A^, Aj, .. . , suppose on? ,
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wishes to estimate (x = S Aj [x,-. Without loss of generality, we assume
/=1

A,- = 1 for all / =1,2 k.
Having observed a sample (Xi^, Xi^., . . . , Xin^) of size «,(> 2) from

_ "i a
the ith population, let us define Xn, = ^ Xtj and o^" = (n,- —1)-^

;=1

"i — 2
S {Xij — X„.)', i.e., (J„ ' denotes the sample variance based on a

;=1 »
k

sample of size «; from the rth population. Moreover, for n = S m, we
i=l

— k _ •
propose the estimator Wn = ^ Xni for (x.

i=l
I

In section 2, a confidence interval of prescribed width and coverage
probability is constructed for [x. Section 3 is devoted to the point estima
tion of [A,under quadratic loss structures.

Fixed Width Confidence Internal for>

Given the constants d, a.{d > 0, 0, < « < 1), suppose one wishes to
construct a confidence interval In of width 2d and confidence cc^fficient
1 —a for [X such that P((xe/n) >J_ —a. We propose In = [Wn —d,
lV„ + d]. Now using the fact that W„ is normally distributed with mean

fc . .

(A and variance S | we obtain
1=1

P(u^I.) =2<p[ d +...+ ']-l
where 9( • ) stands for the cd/ of a standard northal variate.

Let 'a' be any constant such that

2<p(a) - 1 = 1 - a

(2.1)

(2.2)

It is clear from (2.1) and (2.2) that in order to achieve P(iisl„) > 1 —a,
«2 Wft must satisfy the condition

rtt
(2.3)

where b = (aid)'. Moreover, using Lagrange's method of undetermined
multipliers, the values n*, ^ of «], «2, . . . , ns, respectively, for
vvhich (2.3) holds and n is minimum, are given by
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n* = + ffj + '... + ffs)

«2 = + ®a + • • • +

397

"ft = + ®2 + . . . + ffft)

However, in the absence of any knowledge about d/'s, no fixed sample
size procedure meets the requirements. In such a situation, we adopt a
sequential procedure which is described as follows.

Start by taking at least m{ > 2) observations from each of the k popu
lations. If, upto any stage, = «i observations from {A'l;},
observations from {^2/},. . ., Nk = nt observations from(Xui} have been
taken, the next observation is taken

(^i) from {X^j}, if

njna < rtjiti < njn,, <

Ua) from {Xa}, if

(At) from {Xki}, if

^ „(i) /„'a)

(l); (3)

(3) - (3)

"i > + 0^13' + ... +

«S ^ ^ ' +...+ ^

where iV. = S iV/. When stop, construct /yy for jx,

,11)/^'=)

n.lni < «./«a < crl'l n,ln,-, < (2.4)

and the stopping time N = is the smallest positive integer n > km
such that

(2.5)
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The following theorem establishes the results that our sequential pro
cedure is "asymptotically elBcient" and "asymptotically consistent" in^
Chow-Robbins [1] sense.

Theorem 1. For all 0 ^ o-j < oo (f = 7, 2 k) and n* = S n*,
(=1

lim
N

= 1 a.s.

lim E

lim P{\izIn) = 1 — a
d->0

(2.6)

(2.7)

(2.8)

Proof. Note the basic inequality

b(^ + o-iva +•••+ +;• + j +km
(2.9)

or,

f _1_ , I „(4) )• N

+ 0^2 + • • • +

+ + . . . + O'A'j,
ik)

(o-j + CTg + • • • + °'ft)^
km

"T"

)'

where Nf = Ni or (for r = 1, 2, . . . , k) depending on which popu
lation is sampled at the final stage. If /oth population is sampled at the
final stage then iV,' = Ni^ - 1and N! = Ni i ^ io, i= 1,2 k.
Now, using the fact that for all i = 1, 2, . , k lim Ni = °o a.s., (2.9)

d->0

gives (2.6).
It follows from Wiener ergodic theorem (see, Wiener [10]) that for all

i = 1,2, . . . , k, sup has its second moment finite. Thus, the

expression on the right hand side ofNjn* in (2.9) is integrable and (2.6),
together with dominated convergence'theorem provides (2.7).

Finally, note that

=lE^^d + . . . +
Nu

^-1 n-

Now, using the technique of Robbins, Simons, and Starr [7], (2.6) and
dominated convergence theorern lead us to (2,7)
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Point EstimatioQ of (a

3^9

Let the total loss incurred in estimating (x by IV„ be squared-errorplus
the linear cost of sampling, i.e., ,

Ln(c) =.AiWn + c(Wi + «2 +... + ««) (3.1)

where A(> 0) is known weight, and c(> Q) is the known cost of sampl
ing per unit observation.

For the loss Ln{c), the risk comes out to be

Vn(c) = A — + + . • . H + c(ni + 712 + • • • + "ft)
\ "i "2 rtjc J .

: • (3.2)

Treating 7Ji's as continuous variables, the values n*, • • •, of fii, n^,
. . . , Tt/c, respectively, which minimize v„(c) are

= (A/cy <r„ nl = {AlcYP {Alcfi^ cr, (3.3)

and, for rt* = S «*, the corresponding minimum risk is
/=1

v*(c) = 2cn* (3.4)

However, when all or some ofvthe or/s are unknown, no fixed sample
size procedure serves the purpose. In this situation, adopt the following
sequential procedure.

The sampling scheme is same as that defined at (2.4). Motivated from
(3.3), the stopping time N = N{c) is the smallest positive integer km

• such that ' '

m > {Alcyi^ or(„" , n,> iAicyi' > (Alc)^" or<'(2)

»2

,(&) (3.5)

When stop, estimate (i by W^r.
As in Starr [9], define the risk-efficiency of the sequential procedure

to be

vi(c) = v(c)K(c) (3.6)
/

where. v(c) is the expected-Joss of the sequential procedure, i.e..

+
N,

+ ... + ) 4- cE(N) (3.7)

Now prove the following theorem, which establishes the results that
our. sequential procedure is asymptotically as efficient as the optimal fixed
sample size procedure.
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K

Theorem 2; For all 0 < Oi < oo (/ — \,2,. . .,k) andn* = S «i,
'•=1

N
lim = 1 a.s.
c->0 n*

(#) =•lim E
c-»-0

lim y)(c) = 1
c->0

(3.8)

(3.9)

(3.10)

Proof. It is easy to verify, that for all i = \,2,... ,k, lim Nt = oo a.s.
C-+0

Now the proofs of (3.8) and (3.9) are similar to that of (2.6) and (2.7),
respectively. ' _

From (3.4) and (3.7), substituting the values of (c) and v(c), we
obtain after little algebra

' , , nl Einim + n\ E{n*M + . . . + nt Ein'M \ , J N \
2(,t+ J

Since lim Z'̂ 'Nln*) = 1, it suflSces to prove that for all i = 1, 2, . . . k,
c->-0 . •

lim El
c->0

Weshall establishthe proof of lim Ein*lNi) = 1only, and the remain-
c->0

ing proofs are :routine.
From lim NjnX = 1 a.s. and Fatou's lemma,,

c->0

lim inf E{
c->0

To prove "lim sup" part, we proceed as follows.

Define the following quantities

0 = (l + s)nt (0 < e < 1)

' ,i«i) = («i)<^-" •/(«!. "*)

(3.11)
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It is to be noted that L{n^ is independent of n\.
Write

£( Nl') = ^ nr' P(iVi =n^)
ni>m

= 711 + ^2 + 713 (say)

where

401

»ti = m-^ P{Ni = w), TTj = S nl^ P{Ni = wj,

'^8= 2 nr'W = ni)
«i>0

m > (Aicyy^'i^

Al)2

First of all

Ttj = m-^ P

= m-^ P'

= P

"• f m V

X(m-l) < (m - 1)

(^)= m-^ r-i g-s 2:('"~l)/2rl

^ m ^ l(m, n*)

= L(m)

Secondly,

ta < (w + 1)~* S P(iVi = Hi)
m+l<ni<6

U/c) '̂=<'< (m + l)-i S p.
in+l<ni<6

= (w + l)-i S P

=^(/« + l)-^ S
/n+l<ni<e ^

= (w+l)-i S («?)-<»!-" L(ni)
/7I+ 1

< (/« + 1)-1 (nf)-- s L(«i)

< (Hi -71)
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Using the fact that I(«i) is monotonic increasing in «i, we get

TT, < (m + l)-i (0 - m) m : (3.13)

Finally,

TTs < 6-1 > 0) (3.14)

Combining (3.12), (3.13) and (3.14), we obtain

lim sup ) < 1- S(s) > (3.15)
' c->0 \ J . .

where 0 < S(s) < 1. Since s is arbitrary, inequalities (3.11) and (3.15)
jointly provide lim E{n\INi) = 1. . ;

c^O ,

Remark : It is to be noted that not only the sequential procedures
developed by Robbins, Simons and Starr [7], Mukhopadhyay [4], [5] and
Ghosh and Mukhopadhyay [2] are particular'cases of ourprocedures, the
sequential point and interval estimation procedures derived by Robbins [6]
and Starr [8], respectively follow immediately just by taking k = \.

t
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